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Abstract. The shortage of skilled workers is a barrier to applying data analytics. 
Augmented analytics is an approach to lower it by using machine learning to 
automate related activities and natural language applications to assist less-skilled 
employees. Public information about augmented analytics case studies in manu-
facturing is hardly available. Therefore, this article presents a related case study 
from the white goods industry. It focuses on a quality test lab in a production line 
where workers use a digital assistant prototype to interact with descriptive and 
predictive data analytics. This article derives a framework from this case study 
to organize how an assistant could augment analytics. The framework has five 
areas: training data modification, model training, starting an analysis, retrieval of 
results, and decision support. The latter is relevant to the other four areas and 
includes, for instance, suggesting options to customize analytics. Four scenarios 
of different complexity concretize the framework’s areas. Finally, this article out-
lines four questions for future research. 
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1 Introduction 

When producers adopt and practice data analytics, they need skilled employees fa-
miliar with its approaches, activities, and tools. Often, this includes machine-learning 
(ML) expertise. The employees also need a deep understanding of the data’s context, 
including the target audience that will use the results at work. A critical barrier that 
slows down the adoption of data analytics in production is the shortage of skilled em-
ployees [1]. Drivers for this situation are that the education of data analysts takes a long 
time, and more companies want to employ these experts, which increases the demand.  
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Technology providers aim to reduce data analytics’ skill floor and the education time 
by automating activities and supporting employees who work with related tools [2–4]. 
Augmented analytics a) uses technologies such as ML to automate data analysis ac-
tivities and b) assists employees with data preparation, processing, and understanding 
results [5]. The latter includes the application of artificial intelligence (AI) and natural 
language processing (NLP) in chatbots and voice assistants. Such tools augment human 
cognitive capabilities, so less-skilled employees can use data analytics tools. 

Public information about augmented analytics in manufacturing is sparse – espe-
cially case studies with sufficient depth. Consequently, advancing research in this field 
is challenging because researchers cannot build on previous work. 

This article provides a case study and a related framework for augmented analytics 
in manufacturing. It includes the architecture for a voice-enabled digital intelligent as-
sistant (DIA) and dialogs outlining how users interact with data analytics through it. 
The remainder of this article has four sections. Section 2 summarizes aspects of aug-
mented analytics to scope this paper, while section 3 presents the case study and exam-
ple conversations. Section 4 introduces a framework to augment different analytics ac-
tivities. Finally, section 5 concludes the paper and outlines research directions. 

2 Related Work 

Augmented analytics is a term brought up by Gartner to summarize the use of AI in 
analytics [1]. It is a broad concept proposing ML and conversational user interfaces 
(CUI) to get insight from data. CUIs allow users to interact with software through nat-
ural language and are an essential characteristic of a DIA [6]. 

2.1 Automated machine learning in manufacturing analytics 

Automated machine learning (AutoML) is a sub-topic of augmented analytics. It fo-
cuses on the progressive automation of manual ML tasks [7] and aims at minimizing 
human intervention to save time and make analytics accessible to non-experts. 

The application of AutoML in manufacturing concerns, for instance, the prediction 
of lead times and process quality. Bender, Trat, and Ovtcharova [8, 9] applied AutoML 
to predict lead times in two small and medium-sized enterprises. They found that it 
created superior prediction models in one case. The authors reported mixed results for 
the other case because the error rates were too high for some production steps. Besides, 
the applied AutoML approach could not support highly labor-intensive tasks, such as 
data understanding, transformation, filtering, pre-processing, and feature engineering. 
Denkena et al. [10] used AutoML to optimize shape error prediction in milling pro-
cesses. They could significantly decrease prediction errors with AutoML, which is a 
substantial advantage in their targeted application area. However, the authors reported 
that applying AutoML requires much expertise in ML compared to manually making 
all decisions. The two example applications above do not provide clear answers on how 
automation lowers the skill floor of analytics tasks. 



3 

2.2 Digital assistants in manufacturing analytics 

The application of DIAs and similar systems in manufacturing is a comparably new 
research area with few articles on the topic and even less related to analytics. The fol-
lowing two articles cover assistants in combination with analytics. 

Abner et al. [11] describe a software robot that provides descriptions, diagnostic in-
formation, predictions, and prescriptions. It interacts with users via chatting and provid-
ing URLs to dashboards with multi-dimensional information, such as time series. Listl, 
Fischer, and Weyrich [12] applied a chatbot as an alternative user interface for a plant 
simulation tool. Their prototype lets users adjust simulation parameters, model topol-
ogy, and schedules via chatting.  

Besides academic case studies, some commercial assistants support analytics in 
manufacturing. Software, such as Oracle Digital Assistant [13], SAP Conversational 
AI [14], and SPIX [15], ground their features on connectors to existing business soft-
ware, including analytics services. We did not identify specific case studies about as-
sistants and analytics among commercial tool providers, but feature descriptions con-
tain cues. For instance, SAP has augmented analytics and conversational AI (digital 
assistant) services. The former offers a conversational user interface to query descrip-
tive analytics results [16]. A demo video from 2020 [17] presents the following query 
text: “show order value by product by customer segment for product […] for previous 
year”. Such natural language queries are helpful if analytics results are complex and 
navigating through a dashboard overloads the user.  

The case studies above demonstrate that users can query results and parameterize 
analyses through natural language. However, they remain rather unspecific about how 
they augment the analytics process. They do not provide deeper insight into the type of 
support they provide to the users. Without this information, it is hard to understand how 
and in which areas augmentation can reduce the skill floor of analytics.  

This paper contributes preliminary findings from a DIA case study in manufacturing 
and proposes an augmentation framework to address the issue above. 

3 Case study 

This article bases on a case study in the white goods industry where an assistant sup-
ports employees during quality tests in a laboratory at the end of the production line. 
Lab operators perform various manual tests to identify deviations from the expected 
product behavior or characteristics (e.g., correctly printed and placed labels). Lab su-
pervisors assess deviations and use analysis results to decide how to manage them. 

3.1 Context and process 

Product and process quality concerns most manufacturing firms because negative con-
sequences only show in production or worse when the customer returns with a com-
plaint [18]. Producers must prevent adverse effects of quality flaws before they become 
evident in the product’s use [18, 19] or even before they cause inefficiencies in the 
production process.  
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One approach to minimizing production quality issues is applying predictive quality 
analytics. It extracts valuable insights from various data sources by determining pat-
terns, revealing correlations between products and defects, and predicting future out-
comes (e.g., product defects and fault localization) [18–21]. Data sources include meas-
urements performed by technical systems and information that employees create, for 
instance, through reports. 

3.2 Assistant architecture 

Access to predictive quality analytics typically requires expertise, as outlined in the 
introduction. Therefore, we developed a DIA to support, amongst other tasks, this ana-
lytics process. It uses open-source technology to transcribe the human voice, under-
stand the resulting natural language texts, decide how to respond, and return responses 
in synthetic speech. Our augmented manufacturing analytics (AMA) assistant com-
bines the digital assistant framework Mycroft and the chatbot framework Rasa. A cus-
tom Mycroft skill manages the exchange of messages between these two frameworks. 
Users interact with the assistant through a tablet with a custom App providing different 
conversation modes and rich-media contents (e.g., buttons, images, and videos). The 
Rasa chatbot contains a custom dialog model and actions to transform user utterances 
into formalized queries for the quality analytics component. Besides, it builds natural 
language responses out of the computer-readable analysis results. 

3.3 User story and augmentation examples 

Test laboratory supervisors inspect defects and search for root causes. They need qual-
ity analytics to better understand which product types and how many items had a spe-
cific defect. Besides, they need predictions for the quality to become aware of emerging 
issues that require inspection or sophisticated root cause analysis. 

The assistant can recognize and manage several intents related to augmented analyt-
ics. Most involve a specific product with a unique identifier, such as a serial number or 
stock-keeping unit (SKU) code. The user scans the item’s matrix or barcode with the 
tablet to add this identifier in a conversation. Scanning proved to be the most viable 
option because typing is slow, and speech transcription is error-prone. However, the 
assistant supports the latter two to help in specific situations (e.g., scanning issues and 
hands-free interaction).  

Once the assistant knows which product the user is interested in, the user can request 
follow-up information. For example, the assistant could provide statistics and perfor-
mance indicators as a text response or link to an online dashboard. Each time, the as-
sistant triggers an analysis process according to the user’s request. Besides, the assistant 
can make predictions on request. In some situations, the assistant takes the initiative 
after a trigger event. Measurements or automated software processes can create these 
events. For example, when a new product arrives in the test lab, the assistant communi-
cates which defect groups the user can expect based on a prediction. Fig. 1 summarizes 
augmented analytics conversations with our voice assistant. Some responses contain 
encoded identifiers that future versions will decode.  
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Fig. 1. Product registration, requesting descriptive analytics for an item, and predictions 

4 Analytics support framework 

The case study above outlines how a DIA could augment employees that interact with 
data analytics. We summarize our preliminary findings and the planned features in the 
framework illustrated in Fig. 2. 

 

Fig. 2. Augmented analytics framework for Digital Intelligent Assistants in manufacturing 

The framework above has five areas with one or more augmentable activities. Areas A, 
B, and C represent typical steps in data analytics. Area D concerns retrieving analysis 
results and, therefore, is not a typical analytics task but necessary to access information. 
Areas A to D represent the logical sequence of a data analytics process using machine 
learning. Finally, area E focuses on decision support for the augmentable activities in 
all other areas – representing augmentation in the narrow sense. Its activities help users 
understand decision options, valid input values, and potential consequences of choosing 
options. The areas A-D refer to augmentation in the broader sense. Here, users may 
interact with analytics via natural language, granting intuitive access to information. 

In the framework, the smallest possible augmented analytics scenario is the retrieval 
of existing results. Many users in manufacturing may only retrieve existing analytics 
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information to perform a task. Users can request pre-defined information (i.e., a named 
view), such as a shortlist of ranked defects, or formulate a parametrized request. The 
latter uses pre-defined parameters like dates, times, locations, and other product, pro-
cess, and environmental characteristics. An example scenario is requesting a Pareto 
diagram (e.g., top three defects) to support a decision. 

More complex scenarios include augmentation of the analysis process where the user 
can trigger pre-defined analysis templates or analyses with customized parameters. Ma-
chine learning is not part of these scenarios. An example of an analysis template is a 
system diagnosis to identify all faulty components. Users may customize a system di-
agnosis by mentioning sub-systems, locations, and time frames in their natural language 
request. 

Even more complex scenarios include machine learning. In these cases, augmenta-
tion can cover training data modification, model training, or both. Changes to the train-
ing data are relevant for hybrid-augmented intelligence systems [22]. In such systems, 
humans and AI support each other’s learning and improvement. For example, users 
could inspect new quality issue reports through a DIA and instruct it to add specific 
ones as training data. The next model training would include these changes. 

The most complex augmentation scenarios include decision support for one or more 
activities in areas A to D. The assistant could inform users about available options (e.g., 
parameters, templates, and algorithms) at the beginning of a task. Second, it could re-
mind users about valid input values after providing invalid ones. Valid means that val-
ues are allowed because they relate to existing information such as components, defect 
groups, and locations. This support could be a response to faulty transcriptions or when 
users accidentally provide invalid input. Third, the DIA could suggest adding or re-
moving a sample, selecting a template, or using a specific parameter value. The specific 
suggestion is the result of a deterministic or probabilistic model. An example is a user 
who requests a prediction for quality incidents by a given date, such as tomorrow, next 
week, or the month’s end. If the prediction accuracy for the next week is below a thresh-
old, the assistant could suggest using the timeframe just above the minimum allowed 
accuracy. Fourth, the assistant could make the user aware of the potential conse-
quences of choosing a template, algorithm, or parameter value. For example, if the user 
removes training data samples via the assistant, the model training will likely produce 
an overfitting model. A second example is an assistant that tests training data changes 
for bias and warns the user if it finds them. 

5 Conclusion 

The case study and the framework above provide concrete examples of how a DIA 
could help employees perform descriptive and predictive analytics. We did not realize 
all scenarios in the framework with an assistant yet. Our current prototype focuses on 
areas C, D, and E, and we expect it will provide additional results for more profound 
theoretical and applied research. Future research could cover the following questions:  

 How deep should the assistance be to be most efficient? Sophisticated assistance 
requires more development effort, which is costly. Besides, it leads to more complex 
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software that is more difficult to maintain and error-prone because the assistant can 
be confused easier. 

 How could the assistant explain its predictions to users? The capability to explain 
predictions (and other results based on machine learning) is an essential aspect of 
trustworthy AI. Explanations can be quite technical and thus difficult to understand 
by non-experts.  

 How can developers transfer dialog models for augmented analytics from one case 
to another? There are many training data formats, machine learning algorithms, and 
parameters. Transferable dialog models could significantly reduce the effort to build 
DIAs for augmented analytics. 

 How does the augmentation affect the skill floor of using data analytics in manufac-
turing? Literature suggests that augmented analytics helps less-skilled employees 
perform analytics, but it seldomly backs this claim with evidence. Since augmented 
analytics solutions tend to become more available, researchers could use them for 
systematic evaluations. 

Our future work will focus on the assistant’s evaluation in factory environments and 
the extension of its features to cover more areas in the framework above. 
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